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Structured Linear Model:
Problem 1

* Evaluation: What does F(x,y) look like?

F(x,y)=

Learning
from data

Characterlstlcs

¢1 X, y _Wl_ _¢1(X, y)_
X y <¢2 X, y W2 . ¢2(X’ Y)
¢3 X, y W3 ¢3(X, y)
[ y)) W gy)”
HW,|- 9, (X,
AW (X, ;’) F(X, y)=w-g(x, y)




Structured Linear Model:

Problem 1

* Evaluation: What does F(x,y) look like?

* Example: Object Detection

percentage of color
red in boxy

percentage of color
green in boxy

percentage of color
blue in box y

percentage of color
red out of boxy

area of box y

number of specific
patterns in boxy







Structured Linear Model:
Problem 1

* Evaluation: What does F(x,y) look like?

* Example: Summarization Whether the sentence

containing the word
/ “important” isiny

X Whether the sentence
'/~ containing the word

X y ¢2

¢3 (X, “definition” isiny
g @ &, (X Length of y
(a long (Short ¢ (X, How succinct is y?
document) paragraph) >

How representative of y?



Structured Linear Model:
Problem 1

* Evaluation: What does F(x,y) look like?

* Example: Retrieval The degree of relevance
with respect to x for the top

¢1(X, Y) 1 webpages in y.

Is the top 1 webpage more

X y ?, (X’ Y)\ relevant than the top 2
B

webpage?

#:(x,y)
: \ How much different

Input information does y cover?
keyword) (Sea rch (DiVEI"Sity)

Result)



Structured Linear Model:
Problem 2

* Inference: How to solve the “arg max” problem

y = argmax F(x, y)
yeY

F(x,y)=w-g¢(x, y) B y =argmaxw - g(x, y)

yeY

® Assume we have solved this question.



Structured Linear Model:
Problem 3

* Training: Given training data, how to learn F(x,y)
* F(x,y) = w-d(x,y), so what we have to learn is w

Training data: {(xl,yl),(xz,92),...,(xr,§/r),...}
We should find w such that

Y1 (All training examples)

(All incorrect label

VyeY _{yr} for r-th example)
w-g(x", 9" )> w-g(x", y)



Structured Linear Model:
Problem 3




Structured Linear Model:

Problem 3




Structured Linear Model:
Problem 3




Solution of Problem 3
Difficult?
Not as difficult as expected



Algorithm | Will it terminate? |

* Input: training data set {(xl, )71), (XZ, )72),...,(Xr, §/r),...}
e Output: weight vector w
e Algorithm: Initialize w =0
* do
* For each pair of training example (xr, yr)
* Find the label §" maximizingw - ¢(x", y)

~

y' =arg maxw-¢(xr, y) (question 2)
yeY

«If y' % §', update w
W—>W+¢(xr,§/r)—¢(xr,yr)
* until w is not updated ‘ We are done!



Algorithm - Example




Algorithm - Example

Initialize w =0
pick (Xl, )71)
y' =argmaxw- ¢(x1, y)

yeY

If y'# §', update w WI
W — W+ ¢(x1, 91)—¢(x1, S/'l)

Because w=0 at this
time, ¢(x1,y) always 0

Random pick
one point as y"




Algorithm - Example o 4 y)

pick (x2, 92

y* =arg anYXW'¢(X2’y) y *g(x,y

If y* # ¥ update w
W—)W—|—¢(x2, 92)—¢(x2, yz)




Algorithm - Example ° 4lx'.y)
*g(x*,9?)
pick (Xl,yl) again *¢(x2,y
y' =arg m%xw-¢(xl, y) * N
ye x
y =y » do not update w .371: A y =97
* % W-¢(X1,§/1)
. 2 A2 . * ZW.¢(X1’y)
deren s e
Y =argr51§xw-¢(x ) * >w-g(x", y)

¥° = 9* B do not update w So we are done



Assumption: Separable

* There exists a weight vector w HWH —

Yr (All training examples)

Vy eY —{¥'} (Allincorrect label for an example)

g W - ¢(Xr, )A/r )> ¢(X Y) (The target exists)



Assumption: Separable




Proof of Termination

w is updated once it sees a mistake

=0o>W 5>W —>...... SwWowt s .
W =wf Tt + ¢(Xn, y" )— ¢(Xn, y" ) (the relation of w* and wk1)

Proof that: The angle p, between W and w, is smaller
as k increases

|WW

I

Analysis COS p, (larger and larger?) COS p, =

W-wk = W'(Wk_l +¢(Xn’ 9”)—¢(Xn’ yn))

=W W W (X, 9T )W X, T ) > w8
> O (Separable)




Proof of Termination

w is updated once it sees a mistake

=0o>W 5>W —>...... SwWowt s .
W =wf Tt + ¢(Xn, y" )— ¢(Xn, y" ) (the relation of w* and wk1)

Proof that: The angle p, between W and w, is smaller
as k increases

LW w |

W ]

W-W12W-WO+5 W-W > W- WS e Wowk > kS
W >0 W-w?>28 ... (so what)

Analysis COS p, (larger and larger?) COS p, =

W-wE > W-wkt e s



Proof of Termination

A k
COS P, . Wk w =Wk_l+¢(xn’§’n)_¢(xn’yn)
W

HWkHZ :HWk—l +¢(Xn’ yn)_ ¢(Xn’ ~n}

o b ) o7 2l ) 57)
>0 ? <0 (mistake)

Assume the distance WlHZ < HWO 2 LR2= R?

between any two feature
vector is smaller than R W2l < le * L R? < 2R?

2

<|w |+ R?

W[’ < kR?



Proof of Termination

COS o, = L Ak |[? 2
i ] Wewt ks W[ <kR
) :\/Eé oOS P cos p, <1
KR* R ‘ '
K2 <1 i
R .R




Proof of Termination

The largest distances between

k <(R 2 coctures »| Normalization
o Margin: Is it easy to separable Larger margin,

red points from the blue ones less update

All feature
times 2




Structured Linear Model:
Reduce 3 Problems to 2

Problem 1: Evaluation F(x,y)=w-d(x,y)

e How to define F(x,y)

‘o How to define d(x,y) ‘

Problem 2: Inference
e How to find the y with
the largest F(x,y) Problem B: Inference
Problem 3: Training * How to find the y
: with the largest

e How to learn F(x,y) w-d(x,y)

»




